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The Importance of Predicting Soccer Player’s Performance
Huge impacts on scouting, trajectory of a team, and forecasting
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Motivation
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Veritone’s 
Services

The Team

Audience Members

 Winning/ Losing comes down to 
lthe performance of individual 
lplayers
 lGain competitive edge

 Forecasting Player’s Potential
 Coaches are able to make more   
linformed decisions on team selection

  Sports Betting
 Allows spectators to win bigger and 
make more accurate predictions

The Coaches

Data Acquisition & EDA



Initial Findings

Motivation Data Acquisition & EDA
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 Optimal No. of PCs  Optimal No. of Clusters
 Highest ranked

Players
 Lowest ranked

Players
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Sources

LASSO Regression

Trees

Coordinator

84% 
Seniority

Role

LASSO Regression
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Neural Networks

Finding Important Predictors
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Trees
Single Tree, Bagged Tree, Random Forest Regression
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LASSO Regression Trees Neural Networks
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Keras Model
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LASSO Regression Neural NetworksTrees

Optimizing the Model

 epochs = 40: loss and mean squared error 
stabilize around 40.
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Compiled RMSE
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ImprovementsReflection

Success of Different Methods by RMSE

LASSO 0.057581

Single Tree 2.0717

Random Forest 0.283718

Bagging 0.3119

Neural Nets 0.094496

Results: Model RMSE Values



Future Goals
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Reflection Improvements


